
 Making agile
 infrastructure in
 enterprise using NFV



here is an ever-increasing need for 

businesses to be agile; they should 

be cost-effective and adapt rapidly 

to the changes in the environment and 

customer behavior. This requires an agile and 

simplified IT infrastructure that can run and 

change along with the requirement of the 

industry and customer. IT infrastructure is one 

of the key enablers to make the business agile. 

However, if you look at the IT infrastructure of 

T today, which runs many business applications 

for a service provider or enterprise, it will consist 

of multiple vendors’ function-specific network 

devices like router, firewall, load-balancers, etc., 

in hardware appliance forms. Because of 

these different network function devices, the 

organization face many critical challenges from 

capital expenditures (CAPEX) and operating 

expenses (OPEX) perspective.

              2

Factors that contribute to CAPEX Factors that contribute to OPEX

• Shortage in skills to design, integrate 

and operate these complex hardware 

devices

• Multiple different on-site deployment 

costs – for L1, L2, L3 skill levels.

• Increased design integration and 

complexity with several hardware 

appliances, especially cabling, 

networking and power planning

• Due to the speed at which the 

innovations of the software technology 

are happening, the hardware 

appliance life cycle is getting shorter

• Different power and rack space 

requirement for different hardware 

appliances due to being proprietary in 

nature, which contributes to higher 

running costs

• Repeated procurement lifecycle 

process with no return benefit

• Increase in expense to deploy and 

troubleshoot network service issues 

due to onsite visit

• Complex and cost prohibitive to scale 

up/down network services in 

coherence with the business 

requirement

• Box-by-box config change is 

time-consuming and prone to 

human error

The IT infrastructure components being so unlike 

and proprietary, requiring different skills for 

each, and each one with different operational 

requirements, it has become quite complex for 

the company to run them on a day-to-day basis. 

It is being looked upon more as a liability and 

finally have them outsourced to IT service 

provider and run them in an OPEX model.

Let’s take a case where a company management 

decides to change their business, say from being 

an e-commerce company today and start a 

data-center business within a time frame of a 

month or less. How easy it will be for this 

company to quickly change the current IT 

infrastructure to able to so it can start service 

data center business. What would happen to 

the existing skill the resource is having? Will 

they undergo re-training? What about the 

IT components – can they support the new 

business requirement; will they be 

decommissioned and replaced before EOL? 

Business agility puts an exceedingly strenuous 

demand on the underlying IT infrastructure when 

it comes to expansion, mergers, acquisitions, full 

or partial change in business, etc. 

Figure 1 : CAPEX and OPEX



How NFV can benefit enterprise

NFV, Network Function Virtualization, is a 

concept that addresses the above challenges, 

by leveraging the virtualization solution, e.g.,

ESX (from VMware), KVM (kernel-based virtual 

machine for Linux), to consolidate many network 

services onto a standard high capacity server, 

storage, and network switches. These virtualized 

servers could either be hosted in end-user 

location, network boundaries or operator’s 

data centers. NFV transforms the design and 

operation of the IT networks.

With NFV, the network function is virtualized 

and is decoupled from the underlying hardware 

entirely. The underlying common platform is a 

standard x86 server if, for instance, the server 

comes to an EOS/EOL, the operator only needs 

to replace it with an equivalent specification 

from another vendor. The virtualized network 

function can then be deployed onto this new 

standard x86 server with minimal effort. 

The other benefit from NFV is that there 

is no vendor lock-in since VNFs run on any 

standard x86 server, which can be bought 

from multiple vendors IBM, Dell, HP, EMC, 

etc. This significantly reduces the risk 

related to one vendor when going for their 

proprietary appliances. 
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Figure 2 : Traditional approach & network virtualization approach



There are numerous benefits that enterprises 

can gain if they adopt NFV to simplify IT network 

infrastructure and make it more agile in response 

to business:

  a Lowers capital expenditures 

With the network functions now available in 

virtual form that can run on the standard 

virtualized host, the initial capital in proprietary 

appliances for every network function is 

pointless. Further, cut in the capital is realized, 

when the redundancy feature is natively and 

readily available by just providing additional 

resources, i.e., processing power and memory – 

from the underlying x86 server. 

   b Lowers operational costs 

Since NFV enables managing these network 

functions centrally, especially deployed with 

SDN, there is a further reduction in engineers’ 

time/effort to manage their network by not doing 

in a device-by-device manner. Further reduction 

in operational expense is realized because of 

reduced energy consumption and real-estate 

hardware footprints. 

   c Flexibility

NFV also brings in much-needed flexibility 

in the network infrastructure due to virtual 

forms of the network functions. The enterprise 

can consume the network functions for 

a short time, i.e., on-demand basis, and then 

terminate the function. Also, it makes it easy 

to bring up any network functions in the test 

environment, before integrating it into the 

production environment.

  d Scalability 

The software versions of network functions allow 

improved scalability (scale-in/scale-out), which 

can follow business traffic demand patterns very 

closely. NFV enables scale-up (increased 

throughput or performance) if there is an 

increase in traffic load and scale it down, once 

the load surpasses. There is little no impact to 

performance is nearly stable irrespective of the 

traffic size. 

  e Provisioning

The provisioning of the network functions has 

accelerated because there is no need to go 

through the hardware logistics, no need to plan 

for power and rack space, no need of mounting 

and cabling work. The new network function is 

just another VM that can run on the standard 

virtualized platform. The entire ordering process 

time and effort has dramatically been reduced. 

  f Enhanced security 

Enterprises face steep challenges in 

counter-attacking the cybercrimes on their 

network within the data center in east-west 

traffic. With the virtual forms of the firewall 

available, these can now be installed inside the 

hypervisor itself, bringing security nearer to the 

applications VMs, i.e., micro-segmentation.

  g Improved security experience

Due to NFV, there is no appliance failure 

concern, which results in improved MTTR 

(mean-time-to-repair) with little or no impact on 

the business. With NFV, the VM of the network 

function can be simply migrated to another 

common platform, which helps in giving 

better SLA than with appliance-based 

network functions.

  h Programmability

By using Northbound API, the SDN controllers 

are now able to make quick changes in the 

network in response to the applications and to 

optimize the traffic. Also, this brings in the 

capacity to leverage the automation techniques 

by creating templates to create network and 

applications configuration. This also allows 

dynamically applying the access lists and deliver 

QoS on a need basis.
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Technical benefits Economic benefits

• Reduced energy consumption

• Ability to rapidly launch new services 

reducing innovation cycle.

• Enables services per tenant, which 

allow service providers to launch 

tailored services and connectivity for 

multiple end-users, applications or 

even to other providers, all functioning 

on the same hardware device.

• The orchestration software can bring 

in automated installation and scale

• The application and hardware are 

decoupled, which allows the available 

skilled resource to manage the 

standard high capacity server, storage 

and switch very quickly, instead of 

engaging hardware/equipment 

specific skills.

• Brings in the capability of 

self-provisioning by leveraging 

automation and orchestration, 

thus removing deployment and 

operational complexity

• Reduced CAPEX is brought about 

by consolidating and leveraging the 

virtualization technology. 

• The drastic increase in the operational 

efficiency due to the uniform physical 

platform and its openness to support 

other platforms. 

• NFV also brings in drastic cut in 

efforts in planning and provisioning 

new services 

• Drastically reduces per unit CPE cost

• Ability to rapidly launch new services 

reducing innovation cycle – saves time 

and effort

Ref:http://www.sdxcentral.com/cisco/service-provider/info/analysis/building-nfv-business-benefits/
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Figure 3 : Technical vs economic benefits



ETSI – NFV management and orchestration architecture

NFV architecture

NS 
catalog

VNF
catalog

NFV 
instances

NFVI
resources

NFV orchestrator (NFVO)

Or-Vnfm

VeEn-Vnfm

Os-Nfvo

VeNf-Vnfm

Vn-Nf

Vnfm-Vi

Or-Vi

VNF manager (VNFM)

VNF manager (VNFM)

OSS/BSS

EMS

VNF

NFVI

NFV-MANO

Execution reference points Execution reference points Main NFV reference points

Ref: https://www.sdxcentral.com/nfc/definitions/nfc-mano/

If we were to have this framework from an enterprise point of view, the OSS/BSS would play minimal or no role, 

because because the pool of resources (compute, network and storage) will be consumed by the enterprise 

within. 

The NFV framework comprises of following main blocks (with a brief explanation):

Blocks in NFV MANO architecture

VNF Manager

VNF Manager
Responsible for lifecycle of VNF, i.e., instantiate, scaling(in/out), update/upgrade, termination, 
start/stopping, VNF states and operations, monitoring coordinates between VIM and NFVO via Or-Vnfm

VNF
vSwitch vRouter vFirewall DHCP DNS STB CDN CGNAT

Virtualized Network Function
A software code responsible to handle specific network function, which can run one or more VMs on top of 
network infrastructure

Hardware network infrastructure, i.e., Virtualization technology

VIM vSphere RedHat Mirantis Oracle Openstack

Virtual Infrastructure Manager
Responsible for controlling & managing the NFVI resources, i.e., compute, storage and network resources.  

Tacker Net Cracker Cisco Nokia Ericsson Huawei

Proprietary OpenStack-based
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Figure 4 : ETSI - NFV MANO architecture
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NFVI

NFV Infrastructure
• Delivers actual physical resources and software where VNFs are be deployed 
• Leverages virtualization layer, which logically partitions the hardware and
 resources, provided to VNF for their functioning
• Works with VIM and VNFs alongwith NFV Orchestrator
• Interconnects compute and storage using networking
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NFVO

NFV Orchestrator

• Creates end-to-end service combining different VNFs , that could be managed by  
 different VNFMs 

• Can either directly work with VIM or NFVI resources, without the need of VIM

• NFVO enables NFV solutions deployment either in one POP or across several POPs  
 across multiple resources, for which it works with VIM

• NFVO has access to resources and instances to create NFV solution by utilizing  
 VNF catalogues, network services catalogues, VNF instances, and NFVI resources

• NFVO interacts with OSS/BSS of other companies

OpenMANO
Github, Telefonica OPNFV NSO

Cisco
NCX

Anuta
Cloudforms

Redhat
VMware 

Cloudify, Amdocs
CloudBand

Nokia
Contrail
Juniper

Conclusion

With the need for an agile business, it is a must 

that today’s enterprise must quickly embark on a 

journey that will transform their IT infrastructure 

from today’s disjointed network components to a 

consolidated one, centrally managed by 

leveraging the virtualization solutions and hence 

making it agile IT Infrastructure. The journey is 

not without challenges, but the economic 

benefits, one among the many benefits of NFV, 

outweigh the difficulties and, hence, is of 

immense value to walk this path. It usually 

begins with the study of the current state 

of the infrastructure to identify the network 

components at a site. Then plan for a Proof 

of Concept and then full migration in a 

phased manner. 

The integration of various solution components 

from multiple NFV OEMs, as per the reference 

architecture, will ensure a simplified, robust, 

open to further innovation via programming 

interfaces and a composite NFV solution.
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