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ChatGPT and Bard have taken the world 
by storm! In many circles, even in casual 
conversations, discussions about the 
huge positive influences of Large 
Language Models (LLMs) and the 
sobering risks they pose to our 
socio-economic fabric are happening in 
the same breath. Some of the concerns 
revolving around the use of LLMs like 
spread of misinformation and production 
of unfair, biased, or harmful content are 
legitimate to a greater or lesser extent 
depending upon the context. However, 
the anxiety around the negative impact 
that such advancing technology may 
have on the human-race is amplified by 
the AI apocalypse warnings from 
prominent figures in the world of AI.
Even the developers of such 
technologies are swiftly addressing the 
public concerns about the potential risks 
associated with the use of the LLMs. For 
instance, OpenAI — the developers of 
ChatGPT, employs a [Content] 
‘Moderation API’ to assess if the output 
of ChatGPT contains sexual, violent, 
hateful or harmful content in accordance 
with their organization’s content policy[1]. 

Businesses committed to Responsible AI 
principles need to follow suit. To fully 
realise the potential of this technology 
responsibly in specific use-cases, they 
must recognise the different ways LLMs 
can be used in applications and 
establish an appropriate governance 
layer to evaluate and monitor the context 
of application from an ethical 
perspective throughout its lifecycle.  

How to use LLMs, the di�erent 
factors to consider
LLMs, like any other AI models, are 
essentially socio-technical systems — 
an inextricable bundle of code, data, 
subjective parameters and people [2]. 
Evaluating such systems from an ethical 
perspective requires examining not only 
the characteristics of technology but 
also the context of its use. For 
businesses considering utilisation of the 
LLM-technology for a use-case, it is 
crucial to analyse both the technology as 
well as the scenario-specific angles. 

b. Building from scratch:
For deep domain specific 
use-cases, enterprise may 
consider creating field-specific 
LLMs from scratch. It is essential 
to note that LLMs are built from 
scratch following the architecture 
outlined in the ground-breaking 
paper “Attention is all you need,” 
published in 2017[5].

a. Finetune existing LLMs:
Many developers of generic LLMs 
allow fine-tuning of their LLMs 
(training the front/adaptive layers 
of the LLM using context-specific 
data) to cater to the performance 
and compliance needs of 
customer-enterprises. 
HuggingFace, for example, offers 
various models that enterprises 
can customize for specific 
use-cases [4].

To begin, businesses must be aware of the 
various ways LLMs can be employed in 
context-specific applications. Three different 
mechanisms enable businesses to leverage 
this technology:

Using existing LLM Models ‘as-is’ via APIs

Technology companies have developed 
cutting-edge LLMs, allowing end users, such 
as enterprises, consumers, and enthusiasts, 
to access these models through APIs. This 
enables them to explore the possibilities 
offered by these technologies. For example, 
OpenAI allows anyone with online access to 
register and experience ChatGPT-3.5. OpenAI 
achieved an impressive end-user base of 100 
million within the first two months of 
ChatGPT’s launch through this mechanism [3].

Building LLMs
Enterprises may find the use of the existing 
LLMs ‘as-is’ inadequate for scenario-specific 
applications due to performance and 
compliance concerns (e.g., data-security).
In such cases, enterprises can develop their 
own context-specific LLMs in two ways:
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Each approach has strengths and limitations, as listed in Table 1, and its suitability depends on 
the context of the use-case for which LLMs are being considered.

Table 1: Strengths and limitations of the di�erent approaches of
using LLMs

Approach for 
using LLM Strengths Limitations

Using existing 
LLMs
‘as-is’ as APIs

Finetune
existing LLMs 
(Retrain the 
adaptive layers)

Building LLMs 
from Scratch

• Easy access to collective knowledge
 across domains

• Straight forward consumption of raw
 output by simple API calls from the
 existing LLM models

• Proven performance on various
 language tasks

• Potential for biases and
 ethical concerns in training
 data

• Lack of control over training
 data and architecture
 for the enterprise

• May not be suitable for
 scenario specific tasks

• Most effective solution for an
 enterprise as it allows appropriate
 retraining of adaptative layers for
 use in scenario-specific
 applications 

• Ready-to-use framework available
 in market for enablement of
 finetuned LLM in an enterprise

• Chances of bias
 incorporation from the
 frozen    layers of LLM

• Possible data security and
 privacy threat

• Maximum control over training
 data and architecture

• More flexibility for customization

• No chances of any bias
 incorporation

• Requirement of huge
 resources, time, and
  expertise for model training

• Requirement of
 humongous volume of
 appropriate data to train
 model to achieve better
 results

There are advantages and limitations 
associated with each of the approaches, as 
listed in Table 1, and the suitability of an 
approach depends on the context of the 
use-case for which LLMs are being 
considered. To assess the suitability from 
both performance and ethical AI 
perspectives, it is essential to consider how 
the three approaches can help improve 
application performance and ensure 
responsible LLM design and use. Businesses 
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should evaluate the approaches from a 
feasibility-of-implementation angle as well.  

For instance, businesses with low-to-medium 
AI maturity levels should avoid building an 
LLM from scratch, as it is  time and 
resource-intensive, requiring advanced 
data-science (NLP) skill sets and extensive 
data and computational power. Table 2 
presents an overview of LLMs from these 
different dimensions.



Table 2: Evaluating llms from di�erent decision-making dimensionstable 

Broad 
Dimensions Factors

Existing LLM
(Use ‘As-Is’
Via APIs)

Finetune Existing 
LLMs (Retrain 
Adaptive Layers)

Building LLM 
From Scratch

Feasibility of 
implementatio
n of performant 
LLMs for 
use-cases

Data 
requirement
s for building 
an LLM

Architecture

Hyperparame-
ter-tuning

Time and 
resources

No model-building 
data required as 
the developers of 
these existing 
LLMs have already 
trained the model 
with vast amount 
of data from a 
wide variety of 
text corpora.

Architectural 
considerations 
not required in 
this context.

Pre-built LLMs 
provide no scope 
of hyperparameter 
tuning 

Time and resource 
consideration 
required only to 
put in place 
mechanisms to 
feed inputs 
(prompts) into an 
existing LLM and 
consume its 
output 

Enterprises would need 
use-case specific data 
to finetune existing 
LLMs. Volume of data 
required for finetuning 
is less than the volume 
of data required to build 
LLMs from scratch, in 
general.

Architecture considered 
by the LLM-provider 
cannot be changed. 
Enterprises need to 
consider the adaptive 
layers required for 
finetuning.

Finetuning LLMs 
provides on option to 
tune hyperparameter 
from the adaptive 
layers (specific to 
scenarios) as 
hyperparameters of 
frozen layers of the 
architecture are 
inaccessible to 
customization.  

As it needs some 
retraining hence 
consumption of 
time and resources 
are required. 
However, there are 
lot of available 
frameworks in 
market which 
easily enables this 
capability. 

Enterprises must 
decide on the choice of 
architecture as it has a 
significant impact on 
the model's perfor-
mance.

A proper strategy 
around the selection 
of hyperparameters 
and its optimization 
based on the training 
data are required.

A colossal 
time-consuming and 
highly skilled 
data-science 

resource-intensive 
process 

as it requires 
developing and 

testing of complex 
advanced architecture. 

Building a robust and 
performant LLM from 
scratch requires huge 
volume of data.



Broad 
Dimensions Factors

Existing LLM
(Use ‘As-Is’
Via APIs)

Finetune Existing 
LLMs (Retrain 
Adaptive Layers)

Building LLM 
From Scratch

Bias and 
Fairness

Privacy & 
Security

Governance 
and 
regulation

Auditing and 
testing

Document
ation

Prebuilt LLMs can 
perpetuate and 
amplify harmful 
biases present in 
the training data. 
There is a chance 
that these models 
may not generate 
equitable 
outcomes in 
specific 
applications.

Uploading data, 
in the form of 
inputs/prompts, 
to an existing 
LLM may pose a 
data privacy 
and security 
threat.

Adherence to 
organisational 
level governance 
and regulation 
may prove to be 
difficult in this 
context.

Prebuilt LLMs can 
be audited and 
tested in the form 
of ‘Black Box 
Testing’ to identify 
potential issues 
pertaining to its use 
in a use-case.

There are extensive 
documentations and 
user guides from a 
usage perspective. 
However, 
LLM-providers may 
not reveal the 
details of the data 
used to build the 
LLM or the specifics 
of the architecture.

Retraining the 
adaptive layers may 
not eradicate all the 
application-specific 
unwanted biases that 
may have creeped 
into it from the frozen 
section of the model.

Uploading data into 
finetuned LLMs may 
also pose a data privacy 
and security threat. 

Some of the leading 
LLM-providers are 
coming up with 
architectural designs to 
address these 
concerns.

Adherence to 
organisational level 
governance and 
regulation may be 
limited in this 
context.

LLMs built with 
transfer learning 
should be tested from 
both development 
and usage 
perspectives.

Finetuning LLMs 
providers offer an 
extensive documentation 
on the usage and on the 
modifications of 
adaptive layers. However, 
LLM-providers may not 
reveal the details of the 
data used to build the 
LLM or the specifics of 
the architecture.

The enterprise has 
complete control to 
mitigate data 
privacy and security 
risks.

The enterprise can 
incorporate all the 
necessary governance 
frameworks and 
regulatory norms to 
make the developed 
LLM compliant.

Built from scratch 
LLMs should 
require thorough 
development 
testing as well as 
usage-based 
assessment.

Enterprise needs to 
produce all the 
documentation 
pertaining to the 
LLMs that they built 
from scratch along 
with user support.

The enterprise has 
ultimate control in 
terms of bias and 
fairness as it owns the 
data and the 
governance oversight 
for the choice of 
architecture and the 
process of 
development and 
deployment.

Feasibility of 
use from a 
Responsible AI 
perspective



Assessing the impact of LLMs in use-cases
Businesses, with an understanding of the decision-making dimensions of the three approaches 
to use LLMs, should then evaluate the potential impact of an appropriate scenario-specific LLM 
application on its end-users, society, and environment and the organization itself (as depicted in 
Figure 1). 

RISKS TO THE 
ORGANIZATION
• Regulatory compliance
• Reputation cost
• Business transparency risk

RISKS TO THE END-USERS
• Data privacy and security#

• Inaccurate output
• Harmful response
• Taxic response

RISKS TO THE SOCIETY
• Human Right Violation
• Biasness towards certain
   groups of consumers

RISKS TO THE ENVIRONMENT
• Negative impact on
  environment

Figure 1: Risk of LLMs upon its end-users, society, environment, and organization

To gauge the impact of a scenario specific 
LLM system on its end-users, businesses 
must first determine the system’s reach or 
coverage. Let’s take the example of a 
multi-national electro-mechanical 
component manufacturer for automotive 
applications. They plan to deploy an 
LLM-powered chatbot for field-engineers 
across all operating geographies. 
Field-engineers, with domain knowledge, can 
likely distinguish sensible responses from 
hallucinations (non-sensical outputs) [6]). 
However, the company must be cautious, as a 
potentially harmful response slipping past 
human filters could lead to adverse 
outcomes. Additionally, consistency of 
correct responses in different languages 
must be ensured. 

For engineering-help queries, the company 
can opt for finetuned LLMs or build their own 
use-case specific LLMs. Finetuned LLMs are 
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preferable to maintain feasibility and 
environmental commitments [7] [8]. However, 
implementing guardrails such as 
deflection-logic and prompt & response 
filtering for responsible use is vital. It is 
essential for the business to conduct a 
thorough evaluation of the LLM system 
including data security, privacy, contextual 
correctness and toxicity along with proper 
documentation.

Businesses should be mindful of risks posed 
by use-case specific LLMs, such as personal 
data leakage and unfair outcomes, which 
can translate to societal risks and regulatory 
non-compliance. Lack of transparency in 
LLM operations when using 'as-is' or 
finetuned models adds to the risks. Table 3 
presents mechanisms to assess LLM 
systems comprehensively, including their 
ability to match human-level 
common-sense knowledge. 



Table 3: Evaluating LLMs from impact perspective

LLM 
Usage

Accuracy Robustness Fairness Toxicity [7] Common sense
Knowledge [8]

Reference 
from HELM* 
framework

Reference 
from Holistic 
Evaluation of 
Language 
Models 
(HELM)* 
framework [9]

Perplexity, 
Entropy

Perplexity, 
Entropy, 
BPC

Adversarial 
Accuracy, 
Distribu-
tional Shift 

Adversarial 
Accuracy, 
Distribution
al Shift, 
Diversity, 
Bias 
Mitigation

Demographic 
Parity, Equalized 
Odds, Treatment 
Equality, 
Individual
/Group Fairness

Demographic 
Parity, Equalized 
Odds, Treatment 
Equality, 
Individual/Group 
Fairness

As-is’ via 
APIs

Finetuned 
LLMs

Built from 
scratch

Equalised Odds, 
Individual/Group 
Fairness

Hugging 
Face based 
Toxicity 
Score [7] for 
detecting 
hate speech, 
Test Cases 
designed 
with LLM 
BLEU 
framework 
[10] to identify 
the 
differences 
w.r.t. to a 
reference

HellaSwag*
– evaluate 
physical, 
grounded, and 
temporal common 
sense

WinoGrande*
- examines 
physical and social 
common sense.

Social IQA*
- evaluates social 
common sense

PIQA*
- covers the
physical aspect of 
common sense

Businesses considering the direct 
integration of LLM systems into their 
product or service offerings should also 
assess the risk of these offerings from 
a usage perspective, aligning with the 
forthcoming AI regulations in various 
geographies (for example, EU’s AI Act). 
More information about this can be 

* Small descriptions on HELM, HellaSwag, WinoGrande, Social IQA, PIQA, etc. are provided in the notes

Conclusion 
The advent of advanced Large Language 
Models (LLMs) brings both excitement and 
trepidation. Businesses must tread 
carefully in this landscape, establishing 
safeguards to harness the potential of LLMs 
with responsibility and ethics. Incorporating 
control elements into LLM approaches is 
essential to align with business objectives 
and ethical standards. Scrutiny of 
scenario-based LLM applications is 
imperative to identify potential adverse 
effects such as biases and misinformation 
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found in Ethical AI: Looking beyond accuracy to 
realize business value [11].

# There are different ways of implementing 
LLMs responsibly from a data security and 
privacy point-of-view using federated learning, 
differential privacy, etc.; these methods are 
elaborated in[6] 

perpetuation. Mitigating risks and ensuring 
equitable outcomes through protective 
measures becomes paramount.

The fast-shifting LLM landscape calls for 
human-in-the-loop applications, where 
humans retain ultimate responsibility and 
decision-making, with LLMs serving as 
support tools. This approach provides greater 
control, accountability, and risk reduction.
By treading thoughtfully, businesses can 
embrace the possibilities of LLMs while 
mitigating their associated challenges and 
ensuring responsible utilization.



Notes

PIQA

PIQA (Physical Interaction: Question Answering) is an evaluation benchmark 
that focuses on assessing the physical common sense understanding of 
language models by challenging them with questions related to physical 
interactions and dynamics in the real world [16].

Social IQA

Social IQA is an evaluation benchmark that measures the social common sense 
understanding of language models, assessing their ability to comprehend and 
reason about social interactions, emotions, intentions, and cultural context [15].

WinoGrande is an evaluation dataset specifically designed to examine the 
physical and social common sense understanding of language models.
It consists of a set of multiple-choice questions that require reasoning about 
real-world scenarios, incorporating both physical and social contexts. 
WinoGrande focuses on challenging the models' ability to comprehend nuanced 
aspects of common-sense knowledge, such as causality, intention, and social 
dynamics. By assessing the performance of language models on WinoGrande, 
researchers gain insights into their capabilities and limitations in understanding 
and reasoning about common sense in a variety of contexts [14].

WinoGrande

HellaSwag is an evaluation benchmark designed to assess the physical, 
grounded, and temporal common sense understanding of Large Language 
Models (LLMs). It focuses on evaluating the models' ability to reason about 
real-world situations, events, and context, going beyond syntactic and semantic 
understanding. HellaSwag aims to measure the LLM's capability to generate 
plausible and contextually appropriate responses, considering nuanced aspects 
of human-like reasoning, thereby providing insights into the model's 
comprehension of common-sense knowledge in a broader context [13].

HelaSwag

8

Holistic Evaluation of Language Models (HELM) is an assessment approach that 
provides a comprehensive analysis of the performance, limitations, and 
capabilities of language models. It considers various factors, including linguistic 
quality, factual accuracy, bias detection, ethical considerations, and robustness, 
to provide a holistic understanding of the model's strengths and weaknesses. 
HELM aims to ensure a well-rounded evaluation that considers the broader 
implications and challenges associated with deploying language models in 
real-world applications [12].

HELM Framework 
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